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MODELING AND DISCRETE EVENT SIMULATION

Discrete Event Simulation (DES) is a widely use scientific 
method for study and analysis of complex processes or 
systems and used in many domains from digital logic 
design, communication network, epidemiology and others.

Communication Network
(Protocols, QoS, etc.)

Computational Epidemiology
(Disease control, vaccination, etc.)

Digital Logic Design
(CPUs, GPUs, etc.)
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DISCRETE EVENT SIMULATION IN DIGITAL TWIN

Modeling and discrete event simulation has also been 
incorporated as part of a digital twin system since decade 
ago such as for container terminal ports, general cargo 
ports and in logistic warehouses.
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O2DES Library (Latest Using .NET 9.x/C# 13)

SMI FORUM 2024

Big Data 

Analytics / Deep 

Learning

Optimal Configuration

SIMULATION 

ANALYTICS

Random Seed

SIMULATION IN OPTIMIZATION

Simulation-Based Optimization
(Search Algorithm/Ranking & Selection)

Event 1

Event 2

Event 3

Event 4

Executor

Entity 1

Entity 3

Entity 2

Load 1

Load 2

STATE

EVENTS

Configuration

E
n

v
ir

o
n

m
e
n

t 
/ 

In
it

ia
l 

S
ta

te

O
b

je
c
ti

v
e
s

Event 1

Event 2

Event 4

Event 5

Event 3

Event 3
(OPT.)

Event 1

Event 2

Event 4

Event 5

OPTIMIZATION

OPTIMIZATION  

IN SIMULATION

Conditions

ASSET

(Static)

SANDBOX
（Dynamic）

SIMULATION
EXECUTIVE

AI





















RAG (Retrieval Augmented Generation)
Part of Generative AI using LLM
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Speaking on Data for AI Training
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Historical Data Future/Unknown Data
Now/Current Time

▪ Data has existed.

▪ Data collected from historical logging.

▪ It might be solving for some/overall issue.

▪ Maybe not optimized but it works.

▪ It is use for learning from experience.

▪ AI can use this for learning/training process.

▪ You get what you get when dealing with problem 
solving issue.

▪ Use AI to predict by existing solutions.

▪ Most commercial Digital Twins use for monitoring.

Time

▪ Data does not exist yet.

▪ Data maybe collected by running simulations.

▪ Can generate for better optimized results.

▪ It is use for learning future problem.

▪ Different parameters for every scenario.

▪ AI can use this for learning/training process.

▪ You get what you configure when dealing 
with problem for solving issue.

▪ Use AI to predict by generating solutions.

▪ Digital Twin 2.0 (uses historical + future data)
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Using Simulation Analytics to Train AI in Digital Twin
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Requirement: Fast Simulation
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Require High Speed
Discrete Event Simulation

High Fidelity Model

High Speed/Fast Simulation

Multiple Future Scenario

Optimized Results
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What is Parallel Discrete Event Simulation?

Parallel Discrete Event Simulation (PDES) is a technique for speeding up a 
single simulation of systems where events occur at specific times by running 
different parts of the simulation simultaneously on multiple processors or 
computers.
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What is NOT Parallel Discrete Event Simulation?
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Example: If a single traditional DES runs simulation and finish in 2 days, with 
100 different parameters in 100 different computers will still run for 2 days. 

Still slow but will get 100 different results.

Running multiple traditional DES in many computers with different 
parameters is NOT PDES.
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Problem with Sequential Simulation

In discrete event simulation, event processing consumes CPU time, ranging from 
microseconds to hours depending on the processor and model complexity. For large 
models with numerous logical processes (LPs) exchanging millions of events, the 
simulation can take an extended period, sometimes lasting hours or even days to run.
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Parallel Discrete Event Simulation (PDES)
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The solution is to parallelize the simulation process. The idea is to immediately process 
events from any incoming messages received by the LP, eliminating waiting times. This 
allows us to distribute the LP across separate tasks, threads, processors, or even 
different computers.
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Parallel Discrete Event Simulation (PDES) cont.
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The LPs are partitioned to run on multiple threads, processors, and machines. This can 
include desktops, laptops with multicore processors, on-premise servers, HPC data 
centers, or cloud platforms. Event messages are exchanged between machines over a 
high-speed network or the internet.
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One BIG problem...

Synchronization
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Synchronization Challenges
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▪ The challenge is how to know if it is safe to process an event from a scheduled message. 

▪ The simulation must maintain causality constraints where an event for each LP must be 
processed in order of timestamps and cannot be violated.

LPLP

Scheduled Priority Queue

@7 @8 @9 …

Is it safe to process 

event at virtual time 7?

@6

What if apparently, there 

is an event at virtual time 

6 just finish processed 

from other LP?
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Parallel Processing Expectation
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Parallel Processing Reality
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Maintain Causality Approaches
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▪ Conservative/Sequential Synchronization

– Process events only when it is safe to do 

so.

– Heavy CPU usage due to thread sleeping 

or force waiting.

▪ Different approaches to preserve causality

– Exchange null messages between 

compute nodes.

– May need deadlock detection & recovery.

– Heavy load on the networking and 

messaging.

▪ Optimistic/Parallel Synchronization

– Process events as is or when available.

– Temporary causal violations can occur.

– If an event is received with lower 

timestamp (a straggler event), use some 

approach to recover from causal 

violation.

▪ Time Warp

– Rollbacks handling mechanism.

– Sending Anti-Messages to other process.

– Global Virtual Time garbage collection.

Conservative Approach Optimistic Approach
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Synchronization Resolved
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Time Warp Rollback Ripple Effect Restoring Causality
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Time Warp Rollback Characteristics
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▪ Optimistic Synchronization in PDES allows temporary causal violations.

– Rollbacks ripple through the PDES restoring causality.

▪ Progress of virtual time is non-linier due to rollbacks to restore causality violations.
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Summary
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Simulation Modeling and Digital Twin

▪ Digital Twin with high fidelity model require fast simulation to be able 

generating future scenario in an optimized and accurate twin.

▪ Using historical data for training AI may need to pair with the future data.

Parallel Discrete Event Simulation

▪ Time Warp is an optimistic synchronization method for PDES.

▪ Events are processed as soon as possible while may cause a temporary causal violations.

▪ State saving, rollbacks and anti-messages are used to correct causal violations.

Advantages & Drawbacks

▪ Effectively utilizes parallelism inherent in a model.

▪ Very scalable & efficient – Has been run on 2 million cores!

▪ Difficult and very hard to understand the relativity of Time Warp mechanism.

▪ State saving & rollbacks can be significant overheads.
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Thank You!
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